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ABSTRACT

Robustness of Balanced Incomplete Block (BIB) designs for multi-response experiments against loss of observations has
been investigated. Two cases of possible pattern of occurrence of missing observations have been considered. In the first
case, all observations from a particular plot arelost. In the second case it has been considered that all observations from any
two plots are missing. Since in multi-response experiments, response variables are correlated among themsel ves, some pattern
of correlation structures have been considered while studying robustness property. For studying robustness, connectedness
criterion and A-efficiency criterion have been considered. A-efficiencies of the BI B designsthat arerobust as per connectedness

criterion have been obtained.
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1. Introduction

Loss of observations in a designed experiment is a
common phenomenon. When one or more observations
are logt, the residual design may become disconnected
whereit would not be possibleto makeall possiblepaired
comparisons of treatment effectsthrough thedesign. An
experimenter may, therefore, prefer adesign that remains
connected even after theloss of some observations. Even
if the residual design remains connected, the efficiency
lossin terms of the variance of treatment contrasts may
be very high leading to an inefficient experiment. The
experimenter may, therefore, prefer a connected design
if the efficiency loss of theresidual design, ascompared
to the original design, is not too high. Severa authors
have studied this loss of information in terms of A-
efficiency criterion, i.e., average of the variances of all
treatment contrasts in the designs. Therefore, it is of
interest to examinethelossof information that isincurred
due to loss of observations. A design that is capable of
absorbing such shocksistermed asrobust design. Some
references in this regard in block designs are Das and
Kageyama (1992),Dey (1993), Dey et al. (1996), Duan
and Kageyama (1995), Ld et al. (2001), Mukerjee and
Kageyama (1990) and so on.

In many experimental situations, data on more than
one response variable is recorded from the same
experimental unit through application of the same
treatment. Such experiments are known as multi-
response experiments. So, a huge number of data are
generated in multi-response experiment. Therefore, itis
very much possible to have some missing observations
dueto some unforeseen causes. Itis, therefore, important
to study therobustness of block design for multi-response
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experiments as per connectedness criterion as well as
per efficiency criterion. In the present investigation an
attempt has been made to study these robustness
properties of Balanced Incomplete Block (BIB) designs
for multi-response experiments. Sincein multi-response
experiments response variables are correlated among
themselves, some particular correlation structures are
considered while studying the robustness properties.
Firstly, general expressions for robustness have been
obtained for the loss of any t observations. This is
obtained in section 2. In section 2.1, condition for
robustness as per connectedness criterion and in section
2.2 robustness condition as per efficiency criterion has
been obtained. In section 3, various correlation structures
in multi-response experiments are discussed. Some
particular pattern of occurrence of missing observations
in BIB designs has been considered in section 4.
Conditionsfor robustness as per connectednesscriterion
are obtained in terms of the smallest eigenvalue of the
C-matrix of the designs under various correlation
structures. Expressions for obtaining the efficiency
factors are also obtained. These conditions are applied
to 494 BIB designs listed in the website of Indian
Agricultural Statistics Research Institute, New Delhi
(http:www.iasri.res.in/design). We termed a design
robust as per efficiency criterion, if the efficiency factor
isfound to be greater than or equal to 0.80.

Throughout the paper wedea with only real matrices
and vectors. Denote an n-component vector of all unities
by 1., an identity matrix of order nby I, and mx n
matrix of al onesby J .. Jyxm IS Simply denoted by
J.,- Further, A’, A= and A* will respectively denotethe
transpose, a g-inverse and the Moore-Penrose inverse
of amatrix A.



2. Condition for robustness

Consider aBalanced Incomplete Block (BIB) design
(d, say) with usua parametersv, b, k, r and A inwhich
from each experimental unit p responses are observed.
Let the linear model for such design be

y=X0+¢, (D)

where y—-(y," yg'...y:jis an npx1 vector of
observations, X = (IP ®X*) is an npxmp design

matrix, 6= (6)" 05"...07,")" isan mp x 1 vector of

’
parameters, £=(g, €5 g,) isannpx1

vector of random errorswith y’, X",0 | and ¢_ being
their corresponding components for the st response,

s=1,2,..,pand ® denotesthe Kronecker product of

matrices. That is, for each response, there are m
parameters. These m parameters is composed of v
treatment effects, b block effects and general mean, i.e.,
m= v+ b+ 1. Accordingly X" is partitioned and 6" ;is
composed of general mean, v treatments effects and b
block effectsfor eachs= 1, 2,.... p. We also assume that

£~N,(0Q),ie, EE)=0adD () =Q=3, @I,

where E and D stand for expected value and dispersion
matrix respectively and

C;1 Op C1p

s - G211 O O2p
pp .

[Op1 Op2 S pp

The dispersion matrix Q is positive definite and
symmetric. Thus it is assumed that the observations
corresponding to a particular response are uncorrel ated
and have constant variances, whereas the observations
corresponding to a particular experimental unit are
correlated among themselves.

We partitioned 6 as 0 = [6] 6, I ,where, isavpx 1

vector parameters of interest and 0, isa(m-v)px 1 vector
of nuisance parameters. Also X=[X X,] ispartitioned
in conformity with the parameters of 0, i.e, X; isa
np x vp design matrix for the parameters of interest (say
treatment effects) and X, isanpx (m—v) p design matrix
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for the nuisance parameters. The usual C-matrix for
obtaining the best linear unbiased estimators (BLUE)
of linear parametric functions of 9,, after eliminating
nuisance parameters 6, for the multi-response
experiment of order vp can be obtained in terms of the
corresponding C-matrix of the uni-response experiment
as

T®c

.
w0

G, =

where C;T isthe C-matrix inthe usual set up for the
uni-response case. A design is said to be connected for
parameters ., iff therank of Cgl isp(v—1). Weassume
that the design (d) is connected and rank of Cgl isp(v—
1).

Suppose now that any t (>1) observations are lost

and we consider the model with t missing observations
as

Mm:Q(:)«Xme-zpp@[m] 2

where Y ) have p(n-t) observations, I(t and X(t)
has (n-t) and p(n-t) rows respectively. We denote the
residual design as d;. The C- matrix under this model
M(t) can easily be obtained as

-1 *
C""um 5 pr® C"’l.m ’ (3)

As athird model, we consider the following linear
model in which we devote an extra parameter to each
missing observation

Mz =1 X0 +X 9, +US,AQA "} (4

where U, = (IP ®U:x,) is a npxtp matrix and
U = [u, u, u,] is anxt matrix having one
element as 1(if j observation is missing) and rest are

zero for each column, i.e.,
=0 1G™) 0 ... 0)

Vj=12,.,n&i=12,..,t . §isatpx1vectorof
new parameters added dueto t missing observationsfor
each response. We denote the usual C-matrix under M 7y

by C, . Bhar and Ojha (2012) shown that the
0y

C-matrix under M in (4), i.e, C91(z) isidentical to
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the C-matrix under M, in(2), i.e, Cum.Thematrix

CG ( can be expressed as (see Bhar and Gupta, 2002):
1(2)

Lemma 2.1:

CU| \ =Cy, —V'C,V )

(z
WhereV = X;BU., Cy=UBU,B=1, ® B* and
B =(I-X,(X)'X5)Xy).
After substituting
_ * _ * _'| . _'|
X,=1,®X],X,=1,®X,Q"=2 ®I,
andU=(l, ® U") and simplifying, we get

1— 1 & *
VG V=), ®V'CyV 6)

The matrices V", Cg and U” are corresponding
matrices in uni-response experiment.
2.1 Robustness as per connectedness criterion

We now give the necessary and sufficient condition
for a connected design d, under a general linear model
set-up, to be robust against the loss of any t (> 1)
observations.

Theorem 2.1:

The design d(t) is robust as per connectedness
criterion against the loss of any t (> 1) observations if
and only if

1 1
I, -C,;*V’'C, VC,? ispositive definite.
Proof: The proof follows on the lines of proof of
Theorem 1 and Theorem 3 of Dey (1993) and noting
that C, admitsaunique Gramian root.

Remark 2.1: From Theorem 2.1, the design dy,, is
robust as per connectedness criterion against the | oss of
any t observations if and only if

max

max [CE:V’CE,VCG : ] <1, where 1

eigenvaue of A, i.e.,, the smallest positive eigenvalue
of C, is strictly greater than the largest eigenvalue

(A) isthelargest

of vcavf .
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1 1
NOW, R‘mmr ( C(_F 'V ’C Hl VCH : ] =

Mo (C;. VG, V’)= A (Cl; v, v') (7)

It is known that (Marshall and Olkin, 1979) for a
pair of symmetric, nonnegative definite matrices A and
Bl

1‘HP{L\' (AB) S 1‘FN{L\' (A)lnm.\' (B) (8)

Hence from (7) and (8), we have

Ko (Co, VETV')S X (Co Voo (VEIV)  (9)

Therefore the design d(t) is robust as per
connectedness criterion against the loss of any t
observationsif and only

A (Co, Ponar (VC5V7)<1 and remembering that

Mo (€3 ) = {xm (Co. )}I , where A, (A) isthe

smallest eigenvalue of A, we get the condition as

Mo (VCoV )<, (Cy, )
Now using the values of C, and V, we get

S Rl T (v v )< i (B0 (C3)

= A, (Ch)> l—((ﬂi)lx (v °c;;v")(10)

. . 1 . .
For aBIB design, Gy, =9(l.- - ;J‘-] where @ isthe unique

positive eigenval ue of C"‘1 , thus condition of robustness
as per connectedness criterion becomes

7t‘m.rr.\' (E ) A abhiul A
9 > mlmru‘ (V CE] v ] (11)

2.3 Robustness as per efficiency criterion

Once it is known that a design is robust as per
connectedness criterion, then it is of interest to examine
the efficiency of residual design relative to original
design and to decide robustness on the basis of efficiency.
The efficiency of the residual design with respect to the
origina designisgiven by

trace (C;I)

Sum of reciprocals of non-zero eigenvalues of C,
Sum of reciprocals of non-zero eigenvalues nf‘(,s”” trace (C:}I , )

where C, and CB( , ae the C-matrices of d and d

respectively. Now on using Theorem 2 of Dey (1993)
from (5), we get



1 1 1 -1 1
+ _r+ + ~—3 vt ves: L TL Baa
C".U}‘CU. +Cyveg (1,,!, Co2v'Ci vy ] VG

Thus,

trace| C* = trace (C}
LIPS 0,

1 1 1 I 1
¥ uachC; \-'cg:[[,”, -cvC; vcg:] c;:v'C; 1
1 1 1

= trace (C;I )+ 5

where,

1 1 11 1
5= tracchEI VC;? (l,,!, —C;zv'C;I \ope ] cg:v*C;I l

= "acc[éup —Cgl vcavr)‘l CEIC;IVC[SV’] (12
Thus,
-1
; trace (Cn] ) ] 5
= =1+
13
trace (C; )+§ trace (C; ] (13)

This expression involves the matrix X. Therefore,
the eigenvalues of X are required for calculation of E.
The eigenvalues of X depend on the actual data. We,
therefore, obtained a lower bound of this efficiency
factor.

Now,

“x o -1 . I\
I".D _C;;VCUV - Iup - (Z®('“1 t ®V CyVv* )=
1, —(,®C Vv
and

Cp,Co VCV'=Y.® C;. G5, V'Cy V"

Now let, 0> e >e, > ... > e bethem (< 1)
positive eigenvalues of an n x n matrix and v'c; v*

and0>1 > 1, > ... > Ipbetheppositiveeigenvalu%
of pr . Then & can be written as

i=1 j=1 0 (9 —C’j) (14)

v

trace (C;1 ): trace (E ®Cy ): le;l i [ = B;Iq (say),
il
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P
where 4= Zf,- and hence a lower bound of the

efficiency factor E isgiven by

-1
— max(l.)
Ez(1+) pe,——F———

[ Iz;; (v- l)(ﬁ -e; }‘: (15)

3 Corréation Sructuresof X

From (11) it isevident that the robustness of designs
depends on the eigenvalues of X and the eigenval ues of
¥ depend on the structure of X. In multi-response
experiments, where observations are taken on a number
of charactersfrom aparticular plot, itisvery likely that
theresponse variablesare correl ated among themsel ves.
The pattern of this correlation structure depends on a
particular experiment conducted and types of characters
on which observations are taken. However, we may
expect equal correlationsamong these response variables
when the response variables are similar in nature.
Another situation may also occur where we can arrange
the response variables in such a manner so that the
correlation coefficient will be high for the nearest two
variables and will become lesser as soon as we move
further away from the first variable, i.e., a correlation
structure we observed intime seriesanalysis. Thesetwo
correlation structures are described below:

3.1 Correlation Structure A: Equi-Correlation
Sructure (EC)

In case of the equi-correlation structure, it isassumed
that the same amount of correlation (p) exists between
the response variables. The amount of correlation is
constant for all pair of variables. The correl ation between
(yj, yj) issameforall j# j =1,....p.

p if j=j
1 otherwise

2

Corr (y,,y,)= { (16)

In this case the variance-covariance matrix (X) can
be given as

L=0’[(1-p)I+pll’]
The eigenvalues of £ matrix are as follows
62 (1-p) with multiplicity (p-1) and
o’ [1+(p—1Dp] with multiplicity 1. (17)

3.2 Correlation Structure B: A specific pattern

In this correlation structure, it is generally assumed
that the same amount of correlation (p) exists between
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the variablesin the nearest manner as discussed earlier.
Herewe assumethe correlation decreases at ageometric
progression rate among the variables. For this type of

correlation structure the correlation between (Y ;, ¥ ;)
would be asfollows:

Pt it e/ md /1= g g
1, otherwise

Corr (y J.,y_f,) = {

In this case the variance-covariance matrix (X) can
be given as

S=62[(1-p)l+p*11]

The eigenvalues of £ matrix are as follows

o’ (1-p*)with multiplicity (p-1) and

o’ [1+(p-1)p] with multiplicity 1. (19)

4 Robustness of BIB design

We now study the robustness of BIB designs as per
both the criteria for various autocorrelation structures
as described in section 3 for occurrence of pattern of

missing observations.
4.1 Robustnesswhen all observationsfrom aplot are
lost
Since p observations pertain to a single plot, one
observation corresponds to each of the response
variables. The matrix V*cf,‘v*’ isfor asingleresponse
in BIB designs. We, therefore, need to calculate the
eigenvaluesof v*c; v*,i.e, whenasingleobservation

is lost from BIB design for uni-response experiment.
Without loss of generality we can assumethat themissing
observation is pertaining to first treatment in the first

block. In this case, it can easily be seen that the only
positiveeigenvalueof v*C;, v* is1. Thusthecondition

for connectedness from (11) reduces to

8 > A’n'!ﬂ',\' (E)
lJ'm'n (E)

Thus the design d(t) is robust as per connectedness

(20)

criterion against the loss of all observations from a plot
if and only if (20) is satisfied. For autocorrelation
structure A, using the eigenvalues of X asgivenin (17)

Mpae (B) _1+(p=Dp _ . pp
max = = ]+
we get Yoy (Z) I—p -p- Thuswe have

the following result:
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Theorem 4.1: BIB designs for multi-response
experiments with correlation structure A are robust as
per connectedness criterion against loss of all

observationsin aplot, if and only if 9> |+%.

Similarly, for correlation structure B, we get

;\‘nm_\' (E)= l+([)—l)p“’ =1+ Ppg
lnu’n (E) l_pq l_pg .
Theorem 4.2: BIB designs for multi-response

experiments with correlation structure B are robust as
per connectedness criterion against loss of all

rp*
1— p.x' .

observationsin aplot, if and only if 6>1+

Remark 4.1: From the expressions in Theorem 4.1
and Theorem 4.2, it is evident that when the correlation
coefficient p tends to 1, the condition for robustness
become 6 > 1. It is known that the eigenvalues of
C-matrix of a BIB design is always greater than 1.
Therefore, when the response variables are uncorrel ated,
a BIB design is always robust as per connectedness
criterion. Thus, the situation is like uni-response
experiments. However, when p — 1, the condition of
robust becomes6 > p + 1. Therefore, robustness of BIB
design depends on the number of response variables p.
We have worked out this condition for 494 BIB designs
listed in the website of IASRI, New Delhi
(http:wwwi.iasri.res.in/design) and enlisted the designs
that arerobust as per connectednesscriterion for different
values of p and p. Thelist is not provided here. But it
can be checked easily for various values of p and p. For
an example, for aBIB design with parametersv=7,b =
14,r = 8, k=4 and A =4, the design is robust for a
valueof pupto4at p =0.6 under correlation structure
A, beyond p = 4, the design is not robust at this
correlation value.

The lower bound of the efficiency factor for
correlation structure A from (15) can be obtained asE,,

where
-1
E, 2[1+7'+(P_”p ]
(v=1®-1)

Similarly for correlation structure B, this bound is
given by

e T
E, 2[1+71+(p_”p‘ ]
(v-=DO-1)



Remark 4.2: Fromthelower bounds of the efficiency
factor, it is evident that for a correlation value near 0O,
these efficiency factors would be very high and as p
increases, the value of efficiency factors decrease. Thus
again, we see that when the response variables are
uncorrelated, the efficiency factor becomes same aswe
get for a uni-response experiments. For higher value of
p , the robustness of BIB design depends on p, the
number of response variables. We a so worked out these
efficiency factors under both the correlation structure
and enlisted the designs whose efficiency factors are
greater than or equal to 0.80 (list is not provided). For
example, for aBIB design with parametersv =9, b= 12,
r =4, k=3, and A = 1, the efficiency of thisdesign with
p=0.5 under correlation structure A, is0.91 for p < 2.
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4.2 Robustnessof BIB designswhen all observations
from any two plots are lost

The loss of any two plots means the loss of two
observations corresponding to each of the response
variables. Therefore, for studying robustness, we need
to calculate the eigenvalues of v~ c;'v with
U’ = (u, u,) for theloss of any two observationsin BIB
design for uni-response experiment. The eigenval ues of
v”°C;'v"have been obtained by Lal et al. (2001) for
various cases. These eigenvalues along with various
cases which may arise in such situation are described
below:

Case Pattern of occurrence

Eigen values

1 Two plots belong to the same block

1 with multiplicity (wm) 2

different treatments and two treatments are not
common in both blocks

K =2k k* -2k
2(i) | Two plots belong to two different blocks but q=1+ron ad =1y
same treatment
, 2k - . 2k-o
2(ii) | Two plots belong to two different blocks but q=1+ A(A—_a,) and < =1- (k1)
different treatments and two treatments are
common in both blocks
,, o ,, o
2(iii) | Two plots belong to two different blocks but g=1+ kG-1) and @ =1- k(-1

The conditions for robustness for these cases along with the efficiency factors under various correlation structures

are described below:

Case Correlation structure A Correlation structure B
Connectedness Efficiency Connectedness Efficiency
-1
pp I+(p-Dp | pp¥ 1+ (p-Dp*
0>1+-—— il Vil 0>1 Eg 2142 ———
1 > +1—p E;\,2[|+2(‘I_1)(8_1J > +1—p"’ Bl [ v -DO@-1)
1+(p-Dp} 0 -¢e} | ‘ 1+ (p-Dp*} 0 —eier} |
. rp P= — €&y rp* +(p-1)p —ee,)
0>]1+ 2 Epqpy 2| 142 6>[1+ — ¢ E.p 2142
2(i) ( l_p]tu A2() [ (v—]){9{9—2)+e,e2}:| [ l—o-*]" B20) [ IR0 -2+ e} |
2(ii 9>(1+ 24 ]e' o g nal feimd oA A, i e>[1+ pet ]«’ E. . > ]+2.“T(.F".l.).p”.}.{.f?:."f_"i}___
(i) 1=p ) | A2 T (v=1){0(0 - 2)+ efe]} B Ml . (v=1){0(0 —2) +eje]} |
2(iii t’>[]+ il ]{. E.npi = 1+2{|+(p—|)p}{9—e,"e§’} ) B>[1+ Pp* ]e" | A 1+2{1+(p—l]p*”}{9—el’é§'}q_
(ii) =p ) | A2 =TT T 100 - 2) + ey =pf )1 RO T (-1 00 - 2) + el |

Note: « isthe number of treatments common among the two blocks
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Note: For calculating eigenvalues of v*C; V",
without loss of generality we assumed that two
observations belong to first two treatments in the first
block or to first two treatments in the first two blocks
and so on.

Note that, the maximum eigenvalues of v*c; v*is

2for any value of .. Wethereforearrive at thefollowing
results.

Theorem 4.3: BIB designs for multi-response
experiments with correlation structure A is robust as
per connectedness criterion against the loss of all
observations from any two plotsif and only if

0>2 [I + ‘U—p] .
1-p
Theorem 4.4: BIB designs for multi-response
experiments with correlation structure B is robust as
per connectedness criterion against the loss of all
observations from any two plotsif and only if

0> 2(1 + i]
1-p% )

Remark 4.3: From the expression of Theorem 4.3
and Theorem 4.4, it is evident that for a correlation
coefficient 0 a BIB design will be robust as per
connectedness criterion, if and only if 6 > 2. Thus, all
BIB designs that are robust against the loss of two
observationsfor uni-response experiment will be robust
for multi-response experimentswhen response variables
areuncorrelated. For higher values of p robustnessagain
depends on the values of p. We also worked out this
condition for various values of p and p for the designs
mentioned earlier. For example for a BIB design with
parametersv=38,b=8,r =7, k=7, and A = 6, the
design isrobust for p < 5 at a correlation co-efficient
p=04.

Lemma4.1:

EA] > EAQ:i! > EAE(ii} > EA?_(ii} > EAE{iii]

and

Egi > Epaiy > Egagiy > Enaiy > Enai

Remark 4.4: from Lemma 4.1, we see that under
both the correlation structures, efficiency factor is
maximum for case 1. Thusif the design isrobust as per
efficiency criterion for the case 1, the design remains
robust for theloss of al observationsfrom any two plots.
Againfor correlation co-efficient 0, the case will become
for the case of uni-response experiment. For higher value
of p, we worked out the efficiency under both the
correlation structures for the case 1 and for various
values of p and p. For example, for a BIB design with
parametersv=11,b=11,r = 6, k =6 and A = 3, under
correlation structure A, the efficiency of the design is
0.87for p< 5ap=04.
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5 Discussion

Inthe present paper the robustness of multi-response
experiments conducted in aBIB design against missing
data has been investigated. Since in multi-response
experiments, the response variables are correlated
among themselves, various correlation structures have
been considered while studying robustness property.
However, the study is confined to some particular cases
only. Two cases are considered. In the first case all the
observation belonging to a particular plot are missing,
while in the second case, all observations belonging to
any two plots are missing have been considered.
Connectedness property has been studied for various
valuesof pand p, i.e., the number of response variables
and the value of correlation coefficient. It has been
observed that the design becomes disconnected with the
increasevalues of p and p. To know whether adesignis
robust as per efficiency criterion, we have to know the
values of p and p. These efficiencies values are
calculated under different correlation structures also.
When g = 1, it becomes, the correlation structure A.
The efficiencies are calculated for those designs that
are robust as per connectedness criterion. We defined
therobustness as per efficiency criterion for aparticular
design when thisefficiency valueisgreater than or equal
to 0.80. For any lower values of p and p or for any
combination of these maximum valuesof p and p, these
efficiency values are greater than or equal to the values
calculated.
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